Modelling tsunami propagation in shallow water: limitations due to data resolution
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Abstract
The physics of tsunami in the nearshore and coastal environment is highly non-linear and dependent on local elevation. However modelling tsunami inundation using high resolution elevation data is computationally intensive. In general this limits their practical application to scenario assessments at discrete communities. This paper explores the use of moderate resolution (250 m) bathymetry data to support computationally cheaper modelling to assess nearshore tsunami hazard. Comparison with high resolution models using best available elevation data demonstrates that moderate resolution models are valid at depths greater than 10 m in areas of relatively low sloping, uniform shelf environments, however in steeper and more complex shelf environments they are only valid to depths of 20 m or greater.  However, arrival times show much less sensitivity to resolution than wave height or current velocity. It is demonstrated that modelling using 250 m resolution data can be useful in assisting emergency managers and planners to prioritise communities for more detailed inundation modelling by reducing uncertainty surrounding the effects of shelf morphology on tsunami propagation. However, elevation data at 250 m resolution is not valid for modelling tsunami inundation.  
Introduction

Tsunami hazard and risk assessments are often informed by computational modelling of the physical processes associated with tsunami generation and propagation. In many cases, the tsunami source is a considerable distance (100s-1000s of kilometres) from the coastline of interest, requiring a large model domain. Therefore demands of computational cost, along with the availability of high resolution data, constrain the resolution of the model. However, tsunami propagation into shallow water and onto land can be highly non-linear and is highly dependent on local elevation. Trade-off between physical non-linearity, data availability and computational cost is typically addressed through the use of nested grids, both in the structured and unstructured sense, increasing model resolution in nearshore and coastal areas of interest, or in areas of complex bathymetry and topography, as data permits. 
However, data and computational limitations mean that for a country with a long coastline and far field sources, such as Australia, modelling tsunami inundation hazard for the entire coastline is problematic, and probably impossible at present. Firstly, data coverage is generally sparse and inconsistent (i.e. very high resolution data exists for some relatively small areas, while in other regions only moderate-coarse resolution data is available). Secondly, even if complete high resolution data were to exist, it would be computationally prohibitive to run high-resolution tsunami models for the entire country. Certain areas must be prioritised for detailed hazard assessments using more detailed inundation modelling. How can these areas be selected? While some considerations may be socioeconomic, such as the presence of critical infrastructure or a large coastal population, one important factor is the perceived level of tsunami hazard. This may be informed by many sources including historical events, palaeotsunami studies, proximity to known sources and studies of tsunami amplification (Baldock et al., 2007). This study concentrates on the use of offshore tsunami hazard modelling to inform prioritisation. 
Tsunami propagation in the open ocean can be approximated using linear wave propagation models. Therefore offshore hazard modelling, where tsunami hazard is defined at a particular depth or distance from the coast, can be undertaken using computationally cheaper models. Furthermore, existing global or national bathymetry datasets may be used, avoiding problems involved with obtaining high resolution data for shallow areas. For example, Burbidge et al 2010 used the URSGA model to solve the linear shallow water equations in conducting a probabilistic tsunami hazard assessment (PTHA) for Australia. They used the DBDB2GA bathymetry data, which is a combination of the global DBDB V2 (2004) model and Geoscience Australia’s 250 m bathymetry model (2005) for Australia. Following the methodology of (Burbidge et al., 2008), tsunami are modelled on a 2 minute grid. Offshore tsunami hazard was defined by wave height at the 100 m depth contour around Australia, the limit for which linear modelling was considered valid. By identifying areas with high offshore hazard for return periods of interest, the PTHA has been used by emergency managers to help prioritise Australian communities for more detailed inundation modelling. 
Prioritisation using results from the PTHA is subject to limitations; in particular, by defining hazard at the 100 m depth contour, the effect of the continental shelf on tsunami propagation is ignored. Given the non-linear behaviour of tsunami in shallow water, can offshore wave height be related to onshore inundation to inform prioritisation? Nearshore wave height estimates can be made through application of Green’s Law (Green, 1837), which is based on linear wave theory and describes changes in wave height (H) as a function of water depth (h) and channel width (w):
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where subscripts 1 and 2 denote the seaward and landward location respectively. Usually when applied to tsunami the channel width is assumed to be constant and hence the change in wave height is related only to change in depth. More complex analytical formulations of wave run-up derived from the non-linear shallow water wave equations for theoretical wave forms have been presented by 
 ADDIN EN.CITE 
(Carrier et al., 2003; Didenkulova et al., 2008; Madsen and Fuhrman, 2008)
. These solutions include factors such as slope and wave period, and are derived for idealised 1-D situations of a plane beach and shelf. However, Green’s Law is commonly used as a first estimate due to its simplicity, only requiring knowledge of the wave height and depth at an offshore point. Use of Green’s Law can reinforce the notion that hazard is dependent only on wave height. 
Analytical amplification and run-up solutions are limited to idealised shelf and beach geometries, and do not take into account the effects on tsunami propagation of local features, such as may be expected on the continental shelf, including reefs, islands and other geomorphic features. For the purposes of community prioritisation, this introduces significant uncertainty with the effect of these features being unknown. As mentioned above, modelling of tsunami across the continental shelf and onto land using the best quality elevation data is computationally prohibitive for a large coastline. However, can non-linear modelling using coarser bathymetry data reduce the uncertainty of shelf effects? How close to the coast can tsunamis be modelled in a national scale hazard assessment using a limited number of models? This study attempts to address these questions and explore the utility and limitations of a mass modelling approach to tsunami hazard assessment. 
Previous modelling studies of tsunami propagation have been conducted across a wide range of scales using various resolutions in both model and data, depending on available data, computer resources and research priorities. Table 1 lists the mesh and data resolutions used for a sample of recent studies modelling the process of tsunami propagation and inundation. The focus of interest is the final column, which describes the finest resolution data used in the nearshore and onshore environment. Data here is considered critical for correctly modelling tsunami approaching the shore, and hence critical for modelling inundation. It can be seen here that for most modelling efforts the finest resolution horizontal data is in the order of 10-30 m. While both data and mesh resolution are important factors in a model’s performance, here we focus on data resolution, holding that mesh resolution should not be finer than the underlying data – in fact, should probably be less than half the resolution if a Nyquist sampling criterion is applied (Nyquist, 1928).
Table 1: A selection of recent tsunami propagation studies, with mesh and data resolutions used.
	Author
	Method
	Coarsest mesh resolution
	Finest mesh resolution
	Finest nearshore data resolution

	(Hebert, 2007)
	Finite-difference
	3.7 km
	15 m
	10-15 m

	(Walters and Goff, 2003)
	Finite element
	98 km
	300 m
	?

	(Rahiman, 2006)
	
	
	100 m
	20 m

	(Pietrzak et al., 2007)
	Finite volume, finite element
	40 km
	500 m
	1°

	(Poisson et al., 2009)
	FUNWAVE
	4860 m
	20 m
	20 m

	(Harig et al., 2008)
	Finite element
	14 km
	100 m
	1 arc minute (~1.86 km);

*

	(GonzÃ¡lez et al., 2009)
	Finite difference
	1 km
	10-30 m
	10-30 m

	(Wang and Liu, 2007)
	Finite difference
	2 minutes (~3.67 km)
	37 m
	?


*Other better data sources listed, but not their resolution.
Theoretical considerations can be used in defining necessary model resolutions. (Harig et al., 2008) used a triangular mesh and finite element solution to the shallow water wave equations in the TsunAWI model. Based on the steepening of tsunami in areas of steep bathymetry, they define the following criteria for maximum triangle size:
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where Δx is a measure of triangle size, g is the acceleration due to gravity, h is the water depth and deltah represents the slope. c describes constants that are defined by the user, with larger values of c resulting in a coarser mesh. ct is in the time dimension and links to the largest possible time step, as defined by the CFL criterion, while cdelta is dimensionless. The first criterion describes the sensitivity of model resolution to tsunami velocity (√gh) while the second criterion is defined to resolve the steepening of the wave near steep bathymetry. However, use of the above criteria in refining the mesh assumes that underlying data is of sufficient resolution to support the automated reduction of triangle size in steep areas. Results from the present study are used to investigate maximum appropriate values for the constants for (Harig et al., 2008)’s criteria. These criteria can then be used to determine whether available data for a given study area is of sufficient resolution for modelling. 
The sensitivity of shallow water models to both mesh size and data resolution has been investigated in the context of flood modelling by (Horritt et al., 2006). Using a finite-volume solution on an unstructured triangular mesh, they found that results had a greater sensitivity to mesh resolution than data resolution, and that water height was more sensitive than velocity to changes in resolution. Both of these results have implications for tsunami modelling. Sensitivity to mesh resolution suggests that the mesh should be as fine as the data allows in areas of interest; often high resolution data may not be present, limiting the mesh resolution. Furthermore, the greater sensitivity of water height compared to velocity suggests that coarser models may be sufficient to estimate tsunami arrival times and current speeds while more detailed modelling is needed to estimate nearshore tsunami wave heights, run-ups or inundation extent. 
This paper investigates the applicability and limitations of modelling tsunami using medium resolution bathymetry data. Using the hydrodynamic model ANUGA (Nielsen et al., 2005), which solves the non-linear shallow-water wave equation using a finite volume method, tsunami propagation is modelled from the 100 m depth contour to the coast. This is done using both best available elevation data and Geoscience Australia’s 250 m bathymetry grid (2005). Comparison of results allows determination of the minimum water depth for which modelling with the 250 m bathymetry data is valid. This in turn informs the applicability of medium scale modelling to define nearshore tsunami hazard and the prioritisation of communities for detailed inundation modelling. 
Results are compared for stage height (defined as the difference between the water level and MSL), current velocity and arrival times. Stage describes the potential energy in the wave while current velocities describe the kinetic energy. Strong currents are a considerable hazard associated with tsunami and have the potential to have significant marine impacts even for smaller tsunami that do not cause significant inundation. Arrival times are significant from a warning and evacuation perspective.
Modelling was undertaken for four localities on the west coast of Australia and four on the east. East coast locations typically have a narrower and steeped continental shelf, with distances between the coast and the 100 m depth contour from 15-50 km, while for the west coast localities the shelf is broader (37-150 km) and gently sloped. Some models on both coasts have islands offshore of the modelled community. Due to current sensitivities regarding tsunami inundation modelling for some localities, the exact locations of the modelled communities will not be given. Instead, a general description of the coastal environment will be given for each location. 
Methodology 

The probabilistic tsunami hazard assessment (PTHA) for Australia produced a database of tsunami events generated by subduction zone earthquakes in the Indian and Pacific Oceans (Burbidge et al., 2010). Time series of tsunami wave height and momentum at the 100 m depth contour surrounding the Australian margin can be obtained from this database, and applied as the boundary condition for modelling the event into the coast and onshore. Events representative of the 2000 and 10 000 year hazard were chosen from the database for modelling into the nearshore environment. These events were considered of large enough magnitude for response to resolution to be investigated. 
The model used in this study is ANUGA (Nielsen et al., 2005). ANUGA solves the non-linear shallow-water wave equations using a finite volume method on an unstructured triangular mesh. The finite volume method solves the integral form of the shallow water equations, allowing solution across discontinuities and hence the modelling of rapid changes in flow such as hydraulic jumps. ANUGA has been validated against wave tank experiments (Nielsen et al., 2005) and observed inundation from the 2004 Indian Ocean Tsunami at Patong Beach, Thailand (Jakeman et al.) and Geraldton, Western Australia (Horspool et al. 2010). ANUGA is implemented in UTM coordinates, and therefore the model domain is limited to a width of 6°. Tidal effects were not modelled in this study, and the sea level set to mean sea level (MSL).
Models were built for four west coast locations and four east coast locations around Australia where high quality elevation data exists. These communities had previously been prioritised based on offshore hazard from the PTHA and other factors including population, perceived vulnerability and studies of tsunami amplification. The eight communities represent a diverse range of continental shelf and nearshore environments. Shelf widths from shore to the 100 m contour range from l5 km to 150 km. Shelf characteristics vary from featureless to complex morphology including reefs, islands and large peninsulas and embayments. Features of the shelf and coastal environment are summarised in Table 2 (Harris et al., 2003).
Table 2: Characteristics of study areas.
	Model
	Shelf width*
	Average slope (°)
	Shelf geomorphic features
	Coastal/nearshore  features

	W1
	75
	0.08
	Wide, largely featureless shelf
	Within very large circular embayment 

	W2
	100
	0.06
	Wide with large offshore islands
	Wave-dominated delta 

	W3
	80
	0.07
	Wide with numerous offshore reefs and islands
	On northern side of small headland

	W4
	150
	0.04
	Very wide shelf
	Sedimentary barriers and islands

	E1
	15
	0.38
	Narrow shelf
	Drowned river valley forms large V-shaped embayment; few small islands within embayment; cliffed headlands

	E2
	30
	0.19
	Narrow shelf; several banks on mid-shelf rise from 50-60 m to 20-30 m depth
	Open coastal barriers, narrow inlets

	E3
	15
	0.38
	Narrow shelf
	Drowned river valley forms large circular and rectangular embayments; cliffed headlands, coastal inlets penetrate barriers

	E4
	60
	0.10
	Relatively wide shelf with large islands and peninsulas
	Drowned river valley form V-shaped embayment; islands and peninsulas obstruct tsunami


*defined as distance from shore to 100 m contour.
Data
Moderate resolution data included Geoscience Australia’s 250 m bathymetry grid (2005), which provides a complete DEM for Australia and surrounding offshore areas. Higher resolution data, including bathymetry data from the Australian Hydrographic Office, onshore and coastal LiDAR, and other medium to high resolution bathymetry data from a variety of sources, were also obtained. Best available data for all locations had a resolution of 20 m or better.
Meshes
In the ANUGA model data points are fitted to the mesh using a penalised least-squares method providing a smooth piecewise linear surface representing the elevation surface. For each location, two meshes were generated. The first used only the 250 m Australian bathymetry and topography grid without nested grids with a maximum allowable triangle area of 100 000 m2, resulting in a mesh resolution at the same order of magnitude as the data resolution. The second used best available bathymetry data. Mesh resolution was the same as the first mesh in deep water areas, however was increased in water depths shallower than 20 m where non-linear effects were expected to be most significant and better resolution data was available. In these areas mesh resolution ranged from 10 000 m2 to 500 m2, with the finest mesh in complex coastal areas where high resolution data was available, e.g. in ports and harbours. Mesh resolution in all areas did not exceed the resolution of the underlying data. Discretisation errors may occur as data is fitted to the mesh. These are most significant in areas where elevation of changing rapidly. 

Boundary conditions
The incoming tsunami wave was defined using stage (height above MSL) and momentum time-series from the PTHA database. The length of the time series was 12 hours; once the model time exceeds 12 hours a Dirichlet boundary condition of constant zero wave height and momentum was applied. 

An appropriate boundary condition must be applied to the side boundary of the model to avoid an unrealistic loss or gain of water or momentum at the boundary. Sensitivity analysis by Horspool et al. (2010) has determined that a transmissive side boundary is most appropriate. Here a comparison of results obtained using large and small model domains was used to determined the distance from the boundary within which boundary effects are significant. This established that the model domain must be defined such that the community of interest is a minimum distance of 50 km from the side boundary.

Comparison of results
Results were compared based on the maximum stage modelled across the domain. The difference in maximum stage height between the coarser model and the model using best available data was used as a measure of error in the coarse model. Time of arrival of the leading edge of the first wave was also compared between coarse and fine models. Examining the results across a range of water depths allows determination of the minimum water depth that can be validly modelled using 250 m resolution data. Results were extracted along depth contours at 10 m intervals between 50 m depth and the coast (0 m). Comparisons were undertaken only in the areas where higher resolution data was available. 

Changes in maximum stage height between the 100 m depth contour boundary and the depth contours at which the results were extracted were compared against those predicted using Green’s Law. As is typically done, we do not consider any change in channel width in our application of Green’s Law. 
Time series for stage and velocity were extracted at discrete points on each of the 10 m depth interval contours for each of the models. This allowed comparison of arrival times and maximum current velocity between the models. Arrival time is defined as the first deviation of more than 1 cm from still water level. 

Results

Figure 1 shows the mean absolute and percentage difference in maximum stage height between the fine and moderate resolution models. These results show that the difference in modelled stage height becomes greater in shallower water. As a generalisation, differences are greater on the east coast than the west coast, with results for the east coast having a larger spread. For the west coast, differences are less than 20% for from depths between 50 and 10 m. For the east coast, differences range from 10-50% at 50 m depth and 10-100% at 20 m depth. At the coast difference may be up to several hundred percent. 
Figure 2 shows the mean absolute and percentage difference in maximum stage height between the fine model and that predicted using Green’s Law. Differences are between 0.1-1.0 m in depths from 50-30 m, and then increase in shallow water. Percentage differences show a large range between models, being between 10-200% from 50 and 10 m depth, yet are remarkably constant for each model. At the coast differences become greater than 1000%. Green’s Law performs the worst for two of the west coast models. 

Figure 3 shows the absolute and percentage difference in maximum velocity between the fine and moderate resolution models. Again, the differences between the two models are greater in shallower water and are the order of 100% in depths less than 10 m. Absolute errors are within 2 m/s for depths of 20 m and deeper, however percentage differences are only within 50% for depths greater than 30 m.
Figure 4 shows the difference in tsunami arrival time (defined as the first deviation of more than 0.01 m above MSL) between the fine and coarse models. Differences are mostly less than 5 minutes, with little dependence on water depth, apart from occasional outliers and one model that shows time differences of 10-30 minutes. This appears to be due to slight oscillations in water level prior to the arrival of the first wave; redefining the threshold for the first wave at 1 m for this model sees arrival times agree within 2 minutes.
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Figure 1: Mean absolute (a) and percentage (b) difference in maximum stage height between the fine and coarse models for the east (red) and west (blue) coasts.
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Figure 2: Mean absolute (a) and percentage (b) difference in maximum stage height between the fine model and Green’s Law prediction for the east (red) and west (blue) coasts.
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Figure 3: Absolute (a) and percentage (b) difference in maximum current velocity between the fine and coarse models for the east (red) and west (blue) coasts.
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Figure 4:  Difference in tsunami arrival time. Arrival time defined as the first deviation of greater than 1 cm from still water level. 
Discussion

By considering tsunami inundation models using best available bathymetry as our best model of tsunami propagation, results obtained using coarser modelling can be compared to determine their validity. Although the validity of the different methods will depend on the error tolerance acceptable for a particular purpose, the results suggest that a model based on 250 m bathymetry data may be valid to within a 20% error to depths of 10 m for the west coast. On the east coast, errors are larger; differences may be as large as 50% in all water depths less than 50 m, with differences greater than 20% for all but one model at depths of 20 m or less. The larger differences observed on the east coast are coincident with steeper bathymetry profiles. It is considered that the 250 m bathymetry grid does not resolve the steepness with sufficient smoothness. In addition, some coastal areas within models on the east coast are characterised by large vertical cliffs associated with steep nearshore bathymetry. Such features are unlikely to be well represented in the 250 m grid, where depth changes of over 10 m may occur within the data resolution. 
Although the same mesh resolution is used in water deeper than 20-30 m, difference in model results still occur for the different data resolutions. This may be attributed to two main causes. Firstly, the presence of higher resolution data may result in a better fit of the mesh here. Secondly, in the case where the best available data is the 250 m grid, differences may be due to each mesh discretising the data differently. In this case, the results show that at depths greater than 20 m differences in stage due to discretisation errors are not larger than 10%. 

The numerical results here can be used to estimate maximum acceptable values of the coefficients from (Harig et al., 2008)’s criteria (equation 2) for determining maximum allowable triangle size. For a relatively smooth and low sloping (<0.1°) shelf, such as the west coast models that do not contain extensive offshore islands, ct should be less than 25 and cdelta less than 0.4. For steeper shelves (~0.4°) or more complex bathymetries ct should be less than 17 and cdelta less than 0.1. These values can then be used to estimate necessary data resolution at a given depth. For example, at the coast (1 m depth) on a smooth shallow beach of slope <0.1° data resolution should be less than 80 m while assuming a 0.4° slope resolution needs to be on the order of 15 m. Similarly, maximum allowable values of ct will feed into the CFL criteria giving constraining the maximum timestep. The coastal environment is usually steeper than the shelf, with slopes steeper than 1° expected. Hence considerably finer data may be required, which in many cases is likely to be beyond that which can be realistically obtained. Notwithstanding this, the ANUGA tsunami model has been validated against observational data from the 2004 Indian Ocean Tsunami at Patong Beach, Thailand using a 1 sec grid (Jakeman et al.) and Geraldton, Western Australia using 1 m onshore data and a 500 m2 mesh resolution (Horspool et al., 2010).
This study also demonstrates that application of a simple analytical solution such as Green’s Law is a poor estimator of nearhshore tsunami wave height. Wave heights may vary by over 100% even in depths of 50 m, demonstrating that simple application of Green’s Law results in poor prediction of wave height. However consistency in differences between depths of 50-10 m for individual models suggests that Green’s law reasonably models the shape of tsunami amplification in this range. Relatively better performance of Green’s Law for predicting the east coast model is attributed to the lack of complicated bathymetry features, such as islands, present in these models. Differences at the coast are expected to be large, as Green’s law approaches infinity as depth goes to zero. Analytical run-up solutions to the non-linear shallow-water wave equations 
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(Carrier et al., 2003; Didenkulova et al., 2008; Madsen and Fuhrman, 2008)
 could also be used to predict tsunami height at the coast. Although they have not been investigated here, it is suggested that they are likely to suffer the same limitations as Green’s Law, by assuming a constant slope and not accounting for the effects of offshore geomorphology and coastal shape. Further work to investigate this hypothesis may point to better ways of assessing nearshore tsunami hazard based on offshore hazard, however this study demonstrates that Green’s Law is not valid for assessing nearshore hazard.
Estimates of the current speeds associated with tsunami from the moderate resolution model are poor for depths less than 20-30 m. This result is inconsistent with the findings of (Horritt et al., 2006), who found in the flood context that velocities are less sensitive to resolution than stage. It is suggested that unidirectional flood flow, where currents velocities may be vary slowly, may be more accurately simulated within low resolution models compared with oscillating wave-generated currents in the case of tsunami.
Arrival times show less sensitivity to model resolution than stage and velocity, however care must be taken in defining the arrival of the first wave. Arrival times compare to within 5 minutes, a result that is consistent with (Horritt et al., 2006), who demonstrated that flood arrival times were less sensitive to model resolution that water height. This suggests that modelling using moderate resolution bathymetry is suitable for estimating tsunami arrival times. 

The large differences in maximum stage height and current velocity in shallow water and at the coast show that 250 m resolution bathymetry is not sufficient for modelling the detailed processes of onshore inundation. This emphasises the point that for such modelling, high resolution nearshore and coastal elevation data must be used. However, the modelling is valid for the purposes of better estimating the effect of shelf bathymetry on nearshore tsunami hazard. This provides additional information on tsunami hazard and demonstrates an additional method that can be used for the purposes of prioritising tsunami inundation modelling. 

Conclusions
Current computational and data limitations preclude mass modelling of synthetic tsunami inundation to conduct a full probabilistic tsunami inundation hazard assessment on a national scale. However, as an alternative, modelling of representative events using moderate resolution (250 m) data can provide information on nearshore tsunami hazard. The results presented in this paper show that moderate resolution models may be appropriate for modelling the process of tsunami propagation across the continental shelf into shallow water and  that these models are better predictors of nearshore wave height than Green’s Law. The exact depth to which such models are valid depends on the steepness and morphology of the continental shelf and nearshore environment, however a depth of 10 m appears to be a limit to models where the shelf environment is characterised by low slope and the absence of islands or complex bathymetry. Where the shelf is steeper modelling may only be valid to depths of 20 m or even greater. Therefore modelling with 250 m resolution data may be sufficient for the purposes of estimating the nearshore tsunami hazard. However, it should not be used for estimating tsunami wave heights at the coast or modelling onshore inundation. The depths at which results from the coarse and fine models diverge inform theoretical criteria for necessary mesh and data resolution at the coast. Furthermore, the 250 m resolution models were capable of producing accurate estimates of tsunami arrival time, however estimates of current velocities were poor in shallow water. The modelling presented in this paper demonstrates that models using moderate resolution data can be useful tools to complement existing methods for the prioritisation of communities for detailed inundation modelling. However, 250 m resolution models cannot validly be used to predict wave heights at the shoreline or onshore inundation.
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